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The Transition from Quality Control to
Quality Monitoring in Science 

(nach Hemlin, Rasmussen 2006)
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Source: Wilsdon, J., et 

al. (2015). The Metric

Tide: Report of the

Independent Review of

the Role of Metrics in 

Research Assessment 

and Management. 

HEFCE
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Measuring scientific performance

For a long time, the philosophy of science has given up on 

establishing criteria by which the quality of science performance can 

be measured. Instead they agreed upon a method: ‘’Reasonable 

betting among peers’’ (Toulmin).

Science performance cannot be measured. Indicators are able to 
display the level of performances, their quality, only approximately.
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Performance Indicators in Science

Differentiation of indicators ...

Indicators depict science performance without explanation

Quantitative indicators reduce complexity

…however (implicit) hierarchies: publications and third-party funding

Establishing comparability of the incommensurable (Heintz 2010, 
Godin 2006)

Indicators and numbers cannot display every potential science 
performance

Anything that is not measured doesn’t count (anymore)
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Measurement of Inputs and Outputs
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Impact of public research results on economic activities (Salter and 
Martin, 2001)

Open the „black box“ of the production of scientific knowledge 
(Carayol et al., 2006)

Using the standard human capital theory: accumulated stock of 
knowledge in human capital a priori being a critical production factor 
of further knowledge production
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Measurement of Inputs and Outputs
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„Economy of scale“: „size“ can be measured related to inputs as well 
as outputs. Scale is seen as relating to “productive capacity“ 
(Brinkmann and Leslie 1986)

What is input: individuals, teams, networks, departments, 
universities…?

What is output: single publication, quality-controlled publication, 
journal impact factor, citation ….and patents, spin-offs… (see SPRU 
2003)
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Publication indicators – an issue?

Dominance of referred journals

Impact-Factor: Modification of publication strategies

Disciplinary features insufficiently addressed

Little attention towards different kinds of research orientation

Individualization of science performances
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Different disciplinary perspectives
(The Metric Tide, 2015) 

Eval-Science, Kyiv, June 27, 201811

Area studies: Capturing metrics data for both outputs and

impacts has proved very difficult in area studies;

Biological sciences: Citation metrics can be helpful as a last

resort to inform borderline decisions but are not currently

seen as widely useful;

Built environment: Some disciplines are more inclined to use

quantitative data but they are in a minority. The use of

metrics for assessment of architecture is flawed – most

outputs are buildings, design projects, books, etc, which don’t

fit into metrics;

Computer science: There are significant problems relating to

coverage of citations by providers, for instance, indexing

conference proceedings. Other computer science outputs

include software, which are poorly captured. Downloads

might be one option but it is unclear what these say about

the excellence of research;

Education: It was suggested that some quantitative measures in

research assessment are appropriate, but there was a risk that

reviewers might use metrics disproportionately within the peer

review process;

Performing arts: There is no formalized process of outputs, so a

metrics-based approach based on this assumption would be

unsuitable. More discursive elements of assessment would be

welcome in these disciplines;

Physics and epidemiology: Very large author groups can be an

issue. Currently ‘team science’ and collaborative research is not

well rewarded. It would be worth exploring whether metrics could

address this. Current metrics and methods of assessment can

create tensions in research practices for some disciplines;

Psychosocial studies: There is an important question about why

papers are cited and how to interpret the meaning of high citation

counts – for example, something written provocatively can be

cited many times despite being a paper well known to be poor.

There are also issues about use of metrics in people’s individual

references, when these are not necessarily comparable and

produce certain kinds of gaming and individualistic culture.

Source: Wilsdon, J., et al. (2015). The 

Metric Tide: Report of the Independent 

Review of the Role of Metrics in Research 

Assessment and Management. HEFCE
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Measuring of impact
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Impact is a contested term, with a variety of definitions and 
understandings  of its implications  ... In  order for impact 
metrics should be developed, such information would need to 
be expressed in a consistent way, using standards units. 
However … the strength of the impact case studies is that 
they allow authors to select the appropriate data to evidence 
their impact“ 

(The Metric Tide, 2015)
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Examples of the types of impact metrics tracking how
research has been used

Source: Wilsdon, J., et al. (2015). The Metric Tide: Report of the Independent Review of the Role of Metrics in Research Assessment and

Management. HEFCE
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Conclusions and Recommentations of the Metric
Tide Report (2015)

14

Danger in rushing to over-interpret the available data 

Metrics should support, not supplant, expert judgement

One size is unlikely to fit all

Indicators can only meet their potential if there are underpinned by 
an open, transparent and coherent data infrastructure

Inappropriate indicators create perverse incentives

Correlation analysis has shown that individual metrics give 
significantly different outcomes from the REF peer review process

Need of „science of science policy“
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Options for the greater use of quantitative data in 
national assessments

Source: Wilsdon, J., et 

al. (2015). The Metric

Tide: Report of the

Independent Review of

the Role of Metrics in 

Research Assessment 

and Management. 

HEFCE
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Evaluation Criteria for Interdisciplinary Integration
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Evaluation Criteria for Interdisciplinary Integration
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Evaluation Criteria for Interdisciplinary Integration
(The Snowbird Charrette: Integrative Interdisciplinary Collaboration

in Environmental Research Design, S. 438)
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Markers of Success
( V.B. Mansilla, M. Lamont; K. Sato: Shared Cognitive-Emotional-Interactional Platforms: 

Markers and Conditions for Successful Interdisciplinary Collaborations, . 18)

19Dr. Dagmar Simon Eval-Science, Kyiv, June 27, 2018



Some conclusions

Peer review is the best we have, but we can observe side effects

Also indicators are useful for evaluating science, but we have to prove 

continuously if they are adequate to the subject of evaluation 

Disciplines and also inter- and disciplinary research matters 

Try to combine internal und external evaluation procedures

You are on a good way!
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Thank you very much for your attention!
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